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Introduction

1. The Internet decisively moved networking to schemes in which the intelligence 

organizing the network and its applications moved from centralized telephone 

switches to millions of computers at the edge of a decentralized, digital packet 

network. This accelerated innovation, because the programming of the telephone 

switched network no longer was a roadblock to new applications. It also began true 

convergence among applications, because (to paraphrase the popular Internet 

slogan) every application—voice calls, emails, or video—is just a digital bit on a 

packet network.

Chapter 1

1. Other estimates vary. See, e.g., “Global telecom markets to hit $3 trillion by 

2010,” at http://www.telecomasia.net.

2. Andrew S. Grove, Only the Paranoid Survive (Doubleday, 1996).

3. Michael Mann, The Sources of Social Power, two volumes (Cambridge University 

Press, 1986 and 1993).

4. For good syntheses of the economics, see the following: Catherine Mann and 

Daniel Rosen, The New Economy and APEC (Institute of International Economics, 

2002); Catherine Mann, Accelerating the Globalization of America (Peterson Institute 

of International Economics, 2006); Marc Levinson, The Box (Princeton University 

Press, 2006).

5. “The winner takes all economy,” McKinsey Quarterly, August 28, 2007.

6. Economists see this second strand of competition as a Schumpeterian battle for 

control of innovative markets. At any moment, there may be dominant suppliers 

but the nature of the market can change before their eyes. This phenomenon is not 

new, but the infl ection point will make it more important.



7. Even a little bandwidth can go a long way. Innovation in the use of wireless 

networks in rural areas of China suggests a different pattern of use and development 

is possible and highly valuable. See “Rural push boosts China Mobile profi t,” 

Financial Times, August 16, 2007.

8. By 2007, GPS navigation systems for cars had evolved to introduce constantly 

updated information on road congestion based on real-time feedback from other 

GPS systems on the road and data analysis made possible by a hybrid of cellular 

data networks. See “Navigating with feedback from fellow drivers,” New York Times, 

October 18, 2007.

9. For a report on recent spending, see Cara Garretson, “Venture funding reaches 

fi ve-year high in Q1: Investors empty pockets as start-ups eye public markets,” 

Networked World (http://www.networkworld.com), April 24, 2007.

10. Social scientists call the outcome to be explained the dependent variable. Market 

governance and its consequences are the dependent variable in this study.

11. There is still worry in some quarters that competing jurisdictions create a “race 

to the bottom” in the quality of regulation, but there is little evidence to support 

this general proposition.

Chapter 2

1. IBM was late to the party. In 1977, the Apple II, Commodore International’s PET, 

and Tandy’s TRS 80 were the fi rst successful pre-built minicomputers. The Computer 

History Museum identifi es the Kenbak-1 (introduced in 1971) as the fi rst personal 

computer, but only about 40 were ever built.

2. The FCC unanimously found that the AT&T tariff preventing interconnection 

was illegal and ordered AT&T and other phone companies to allow interconnection 

of devices to their networks that did not cause actual harm. See Gerald W. Brock, 

Telecommunication Policy for the Information Age (Harvard University Press, 1994), 

pp. 84, 85.

3. Electronic switching began to supplant mechanical switches. The fi rst digital 

electronic switch, an AT&T 4ESS, was put into service in Chicago on January 16, 

1976 (source: http://www.corp.att.com.)

4. The advent of satellite communications services in the 1960s led to great improve-

ment in long-distance telephone service and, later, broadcast transmission into 

the home. At fi rst such services did little for data transmission. Fiber-optic transmis-

sion began to enter the network in 1977, when AT&T installed fi ber telephone 

systems in Chicago and GTE began providing service in Boston (source: http://www

.fi ber-optics.info).

5. AT&T licensed the transistor to other companies in 1952. In 1959, Texas Instru-

ments and Fairchild introduced the integrated circuit. During the 1960s, integrated 
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circuits became microprocessors. In 1971, Intel created the microprocessor. IBM 

introduced its Personal Computer in 1981. In 1986, Cisco introduced the TCP/IP 

router. Source: Alfred D. Chandler Jr., Inventing the Electronic Century (Free Press, 

2001), pp. 262–265.

6. The 1956 antitrust decree created the IBM “plug compatible” industry worldwide. 

In 1963, the Digital Equipment Corporation made its fi rst meaningful impact in the 

marketplace with a mini-computer that made putting computers on the factory fl oor 

practical. Source: Chandler, Inventing the Electronic Century, p. 104.

7. Prices might have decreased more precipitately if the regional Bell Companies 

initially had been allowed to provide long-distance services. See Robert W. Crandall, 

After the Breakup (Brookings Institution, 1991), p. 48.

8. Even with increased transmission capacity, most Quality of Service guarantees 

were done on specialized network overlays (virtual private network or private 

network). Megabits and megabytes are frequently confused. In most instances bits 

are used to talk about data transfer rates. Bytes generally are used to talk about 

storage size calculations. Specifi cally, 1 kilobit = 1,000 bits, 1 byte = 8 bits, 1 kilobyte 

= 1,024 bytes, and 1 megabyte = 1,024 kilobytes. If an Internet provider offers 

a “1-Mb” connection, it is megabits, not megabytes. To determine approximately 

how much is being downloaded, divide by 8—for example, a speed of 1 megabit 

per second will result in downloads of 128 kilobytes of data. Source: http://wiki

.answers.com.

9. On personal computers, see Chandler, Inventing the Electronic Century; Charles H. 

Ferguson and Charles R. Morris, Computer Wars (Times Books, 1993).

10. This trend, praised by most leading analysts, occurred in both the US and the 

EU. See Pamela Samuelson and Susan Scotchmer, “The law and economics of reverse 

engineering,” Yale Law Review 11 (2002), no. 7: 1577–1633.

11. Tim Berners-Lee, Weaving the Web (Harper, 1999).

12. Shane Greenstein, “Markets, standardization, and the information infrastruc-

ture,” IEEE Micro, Chips, Systems, and Applications 13 (1993), no. 6: 36–51.

13. The global electronics market and the telecommunications equipment market 

were under pressure from Japanese and later Taiwanese and Korean exporters that 

relied on scale economies. The semiconductor challenge moved the US closer to 

industrial policy than at any time except wartime. The strategy was to shore up US 

fi rms by two strategies. First, the US tried to increase its fi rms’ market penetration 

in Japan, so they could build scale economies and pressure Japanese price margins 

at home. This was the point of the US-Japan Semiconductor Agreement. The second 

goal was to share the cost of maintaining the supplier infrastructure for integrated 

American chip producers. The proposed idea was Sematech, a consortium jointly 

funded by industry and the US government. On the US-Japan Semiconductor Agree-

ment, see Peter Cowhey and Jonathan Aronson, Managing the World Economy 
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(Council on Foreign Relations, 1993), pp. 139–145. See also Leslie Berlin, The Man 

Behind the Microchip (Oxford University Press, 2005).

14. John Richards and Timothy F. Bresnahan, “Local and global competition in 

information technology,” Journal of the Japanese and International Economies 13 

(1999), no. 4: 336–371.

15. The effort in the late 1990s to force incumbent local-service carriers to share 

their network elements on an unbundled, cost-related basis was the ultimate effort 

to achieve disintegration through government intervention. Competition in most 

countries diverged from the US model of splitting the local and long-distance ele-

ments of the monopolist. Those with vigorous regulators, such as the EU, did focus 

on these carriers’ local-service networks as the most enduring part of their former 

market control.

16. For example, Korea and Taiwan used industrial policies to steer high national 

savings rates into subsidies for specialized entry into capital intensive and lower 

return segments of the memory chip industry. Source: International Production Net-

works in Asia, ed. M. Borrus et al. (Routledge, 2000). See also Michael Borrus, Compet-

ing for Control (Ballinger, 1988).

17. Eric von Hippel, Democratizing Innovation (MIT Press, 2005).

18. In Japan, this innovation storm—driven by lower costs, fl exible networking, and 

user co-invention—was absent. Japan continued to favor vertical integration 

anchored on the technological planning of the dominant carrier, NTT. Although 

Japan also introduced telecom services competition, it limited the impact of com-

petition by placing all new entrants under a micro-managed price umbrella set by 

NTT. Network expansion plans need ministry approval because the government 

wished to sustain its subsidy scheme for electronics fi rms Japan required the licens-

ing of value-added networks. It did not license a network embracing Internet pro-

tocols until 1992. Sources: Roger Noll and Frances Rosenbluth, “Telecommunications 

policy: Structure, process, and outcomes,” in Structure and Policy and Japan and the 

United States, ed. P. Cowhey and M. McCubbins (Cambridge University Press, 1995); 

Shane Greenstein, “The evolution of market structure for Internet access in the 

United States,” draft, Northwestern University, 2005; Robert E. Cole, “Telecommu-

nications competition in world markets: Understanding Japan’s decline,” in How 

Revolutionary Was the Digital Revolution? ed. J. Zysman and A. Newman (Stanford 

University Press, 2006).

19. Peter Cowhey, “Telecommunications,” in Europe 1992, ed. G. Hufbauer (Brook-

ings Institution Press, 1990); Computer Science and Telecommunications Board, 

Realizing the Information Future (National Research Council, 1994), pp. 270–277.

20. OECD Information and Communication Technology, “OECD broadband statis-

tics to June 2007,” at http://www.oecd.org. Broadband data related to penetration, 
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usage, coverage, prices, services and speed are updated regularly and are available 

at http://www.oecd.org. Comparable fi gures are not kept for large corporate and 

research center users of large broadband, but the US remains dominant in this 

market segment.

21. Peter Cowhey and Mathew McCubbins, eds., Structure and Policy and Japan 

and the United States (Cambridge University Press, 1995); Roger Noll and Frances 

Rosenbluth, “Telecommunications policy: Structure, process, and outcomes,” in 

ibid.; Charles R. Shipan, Designing Judicial Review (University of Michigan Press, 

2000).

22. In political science this is called a veto point. See George Tsebelis, Veto Players 

(Princeton University Press, 2002).

23. The split between presidential and parliamentary systems on incentives for 

delegation of authority is fundamental. However, the systems differ in their behav-

ior based on such factors as the design of electoral voting systems. And some coun-

tries use hybrids systems. See Royce Carroll and Matthew Søberg Shugart, 

“Neo-Madisonian Theory and Latin American Institutions,” in Regimes and Democ-

racy in Latin America, ed. G. Munck (Oxford University Press, 2007).

24. A fi nal form of control over the FCC is the division of some of its powers with 

other branches of the government. The most important of these is the shared power 

over competition policy with the Antitrust Division of the Justice Department. In 

view of the strength of US antitrust laws, both political parties are sensitive to the 

possibility of the rival party politicizing competition policy when it controls the 

federal government. As a result, the career offi cials in the Antitrust Division enjoy 

a relatively high level of protection from routine political oversight. Decisions on 

the general criteria for when to prosecute are subject to guidance by a political 

appointee, but the president is generally circumspect on antitrust matters. The 

shared power of Justice and FCC over telecom mergers leads the FCC to be careful 

not to confl ict with Justice. It can happen, however, as the late 2006 ATT–SBC 

merger decisions show.

25. For a candid account by a point person for the Clinton administration, see Reed 

Hundt, You Say You Want a Revolution (Yale University Press, 2000).

26. Noll and Rosenbluth, in Structure and Policy and Japan and the United States, ed. 

Cowhey and McCubbins. Between 1900 and 1933, as national industrial and network 

markets took form, state authorities used antitrust actions to shelter local competi-

tors from national competitors that held advantages over them. Most senators from 

these states were wary of nationally dominant fi rms. America’s veto-oriented system 

and Congress’s distrust of sweeping regulatory powers dampened impulses toward 

national economic planning. Industrial policy that might have concentrated fi rms 

into a few national champions was diffi cult to pass.
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27. Peter Cowhey, “States and politics in American foreign economic policy,” in 

Blending Economic and Political Theories, ed. J. Odell and T. Willett (University of 

Michigan Press, 1990).

28. James Cortada reports various estimates of ICT as the costs of the largest banks 

(The Digital Hand, volume 2, Oxford University Press, 2005, pp. 33 and 89–90). His 

estimates are in the range of 7–15% of the total costs of the banks. As late as 1992, 

after networking costs had declined dramatically from the 1970s, networking costs 

were 10% of the total. Interviewing and documents supplied to the authors in the 

1980s showed that during the 1970s networking costs were much higher.

29. As described in chapter 3, these changes were part of the broader transition to 

a service economy that eventually made sophisticated manufacturing into a part of 

service product schemes, as clearly has happened in ICT since 2000.

30. Gerald Brock, Telecommunication Policy for the Information Age (Harvard Univer-

sity Press, 1994), pp. 65–74.

31. Cowhey, “States and politics in American foreign economic policy.”

32. Large customers sought volume discounts and customized service packages for 

internal private networks. Computer services, including networking, were profi table 

but were on a smaller scale than today. Sales of IBM computers in 1984 were $22.2 

billion. The combined revenue of the top fi ve computer services fi rms was $3.4 

billion. (Computed from Datamation fi gures reported on pp. 118–119 of Chandler, 

Inventing the Electronic Century.) On the high level of oligopsony in communications 

use, see Peter F. Cowhey, “The International Telecommunications Regime: The 

political roots of regimes for high technology,” International Organization 44 (1990), 

no. 2: 169–199.

33. Eventually, the FCC ordered AT&T to create a separate subsidiary for terminal 

equipment because of issues about cross-subsidies in the competitive equipment 

market. The FCC did not think that these decisions would cause local phone rates 

to balloon. See Brock, Telecommunication Policy for the Information Age, pp. 79–98.

34. Linda Cohen and Roger Noll, The Technology Porkbarrel (Brookings Institution, 

1991). The funding of research leading to the Internet was not an exception. Nobody 

saw the Internet as commercial data architecture until late in its deployment.

35. We thank Gerry Faulhaber for this point.

36. Brock, Telecommunication Policy for the Information Age, p. 118.

37. Steve Coll, The Deal of the Century (Athenaeum, 1986), pp. 18–19, 169–171.

38. Stephen Breyer, Regulation and Its Reform (Harvard University Press, 1982).

39. The classic account of White House thinking in this matter is Coll, The Deal of 

the Century.
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40. All major telecom carriers, including the new entrants, were unionized. Thus, 

a decline in employment at AT&T was partly offset by new employees at MCI and 

other fi rms. This reduced the resistance of organized labor, a major constituency of 

the Democrats.

41. The Bells got the licenses from AT&T as a sop at the breakup. See Leslie Cauley, 

End of the Line (Free Press, 2005), pp. 36–37.

42. R. Preston McAfee and John McMillan, “Analyzing the airwaves auction,” Journal 

of Economic Perspectives 10 (1996), no. 1: 159–175.

43. We thank Reed Hundt for this observation.

44. The Democrats also wanted to distinguish new forms of subsidy for consumers 

from programs identifi ed with the welfare of the Bells. Despite grumbling from the 

Republican Congress, the FCC used its discretion to institute a new fee for telecom 

services to fund the establishment of Internet access for schools, libraries, and hos-

pitals. This was a conscious decision to meet the political demands to keep service 

widely distributed to all areas, but the Democrats designed the subsidy so that it 

went as much to poor urban neighborhoods as it did to rural areas. Inevitably, cov-

erage of middle class areas was part of the political bargain.

45. There were divisions in each party, but the median point of each party’s con-

gressional caucus was signifi cantly different. Conservative Republicans cast this 

as enhancing competition by taking regulatory shackles off the Bells. Clinton 

Democrats stressed enhancing competition by letting new entrants attack the local 

transmission bottleneck on the network.

46. Representative critiques: Thomas Willett, “The political economy of cable ‘open 

access,’ ” working paper 00-09, AEI-Brookings Joint Center, 2002; Jerry A. Houseman 

and J. Gregory Sidak, “Does mandatory unbundling achieve its purpose? Empirical 

evidence from fi ve countries,” working paper 04-40, MIT Department of Economics, 

2004. For a nuanced analysis, see chapter 5 of Jonathan E. Neuchterlein and Phillip 

J. Weiser, Digital Crossroads (MIT Press, 2005).

47. The collapse of Global Crossing after it completed fi ber-optic submarine cables 

linking the US and Asia allowed for the outsourcing revolution in India and else-

where. See Thomas L. Friedman, The World Is Flat (Farrar, Strauss and Giroux, 2005), 

pp. 103–106.

48. Timothy F. Bresnahan and Shane Greenstein, “Technological competition and 

the structure of the computer industry,” Journal of Industrial Economics 47 (1999), 

no. 1: 1–40.

49. For a review, see Gerald R. Faulhaber, “Policy-induced competition: The tele-

communications experiments,” Information Economics and Policy 15 (2003), no. 11: 

73–97.
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50. For instance: How much time should be required for quality children’s program-

ming? How much control local broadcast content should be mandated?

51. This section relies on several sources. Neuchterlein and Weiser succinctly 

analyze broadcast policy in chapters 11 and 12 of Digital Crossroads. Also see Mark 

Robichaux, Cable Cowboy (Wiley, 2005), pp. 72–74 117–119, and 208–278. For an 

opinionated, erratic, but fascinating polemic, see Stephen Keating, Cutthroat (Johnson 

Books, 1999).

52. Another effort to promote international competition was the decision to intro-

duce competition in satellite communications. Intelsat, formed in 1964 at US insti-

gation to manage global satellite communications, was a “monopoly of monopolies” 

for international satellite services. Each national telecom monopolies owned a share 

of Intelsat proportionate to its international use. The US was a partial exception. It 

created a private national satellite monopoly, Comsat, to represent its interests 

instead of tapping AT&T. But in 1983, as domestic deregulation was gaining momen-

tum in the US, a new venture, Orion Satellite Corporation sought permission from 

the FCC to launch a transatlantic satellite service in competition with Intelsat. 

Overcoming fi erce opposition by Comsat and Intelsat, in late 1984 President Reagan 

determined “that separate international communication systems are required in the 

national interests,” but promised it would consult and coordinate with Intelsat to 

make entry smooth. The FCC then ruled that private fi rms should be allowed to 

provide international satellite communication services in competition with Comsat 

and Intelsat. In 1988 PanAmSat fi nally broke the Intelsat/Comsat stranglehold on 

international satellite services. For a detailed account, see Aronson and Cowhey, 

When Countries Talk (Ballinger, 1988), pp. 116–135.

53. An ongoing battle between the Ministry of Post Telecommunications (MPT) and 

the Ministry of International Trade and Industry (MITI) eventually prompted the 

Japanese government to mandate facilities competition. (The Diet passed new 

telecom laws in December 1984 that went into effect on April 1, 1985.) See Chalmers 

Johnson, Laura D’Andrea Tyson, and John Zysman, Politics and Productivity (Harper 

Business, 1989), pp. 211–215.

Chapter 3

1. See “Winner-take-all: Google and the third age of computing” at http:www

.skrenta.com.

2. Nicholas Carr, The Big Switch (Norton, 2008). Carr sees Google as an epitome of 

the change, but not as a potential monopoly.

3. There are disputes over the defi nitional lines. We use “the Grid” to indicate an 

architecture that joins multiple computing platforms within a predefi ned organiza-

tion. It is a subset of “the Cloud,” a virtual “on demand” approach that allows 

decentralized users to tap networked computing and storage as needed. Interfaces 
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must be open but we do not assume that they must be produced by open-source 

code. See Heinz Stockinger, “Defi ning the Grid: A snapshot on the current view,” 

Journal of Supercomputing 42 (2007), no. 1: 3–17.

4. Marketing is still moving faster than execution. “Virtualization” of blades is still 

imperfect—as of early 2008, three well-fi nanced start-ups were trying to close this 

performance gap according to our interviews. Yet the impetus for the vision is clear. 

Since the early 1980s large companies’ use of powerful computers has increased 

more than tenfold and perhaps as much as a hundredfold because they assigned a 

separate server to each new application. Consequently, these companies use only 

10–15% of the effective capacity of their computers. Large fi nancial institutions 

are key early adopters of the Grid. See Alan Cain, “Silver bullet or snake oil—is 

grid computing a money-saver?” Financial Times September 20, 2006 8; Alan Cain, 

“Virtualisation can bring an end to ‘server sprawl’,” Financial Times, September 20, 

2006 8.

5. Enterprises are operating in more heterogeneous environments (hybrid Windows/

Linux environments, with some mainframe and Unix fl avors added) that rely on 

huge amounts of data in enterprise resource planning (ERP) and other systems. 

During the 1990s, SAP, PeopleSoft (Oracle), and related systems were deployed. 

Recently enterprise buyers focused on efforts to broaden the impact of these invest-

ments across the business. Customer demands for data interoperability and ease of 

use required changes in products and approach from software vendors. The use of 

xml fi le formats in Microsoft Offi ce 2007 is one example of this trend. System 

vendors to enterprises have to support at least three major operating systems with 

the Web browser as the common interface.

6. Robert Cringely argues that Google holds more fi ber-optic capacity rights than 

any other US organization and is building new giant data centers. Industry inter-

views suggest that Google’s extensive fi ber holdings do not come close to large cable 

operators like Comcast. But its server growth is stunning. See Cringely, “When being 

a verb is not enough: Google wants to be YOUR Internet,” at http://www.pbs.org.

7. Robert Hahn and Robert Litan have noted that dominance might emerge because 

scale is a barrier to effective rivals for online ads (“Some Internet mergers deserve a 

careful look,” AEI-Brookings Joint Center, 07-17, 2007).

8. We thank Michael Kleeman for showing us how this might be done.

9. “Nokia sets sights on Google,” www.telecoms.com.

10. Rishad Tobaccowala, cited in “Deal that may create more, not less, competi-

tion,” New York Times, February 2, 2008.

11. The effort to promote a “Google phone” does not foresee the phone as a sig-

nifi cant source of profi t, but as a commodity whose chief value is driving traffi c to 

the Google search engine and related online services.
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12. Robert A. Burgelman and Andrew Grove, “Strategic dissonance,” California Man-

agement Review 38, no. 2 (1996): 8–28.

13. This builds on Joseph Farrell and Philip Weiser, “Modularity, vertical integration 

and open access policies: Towards a convergence of antitrust and regulation in the 

Internet age,” Harvard Journal of Law and Technology 17 (2003), no. 1: 85, 100–105. 

Modularity is an idealized characterization of several important underlying proper-

ties. Today, some end systems, like personal computers, approximate the pure ideal. 

So the overall vector of the ICT networked infrastructure is toward modularity. Pierre 

de Vries pointed out to us that a purely modular architecture for ICT would be 

partial (no module is self-suffi cient for the end service), separable (each module is 

self-contained and detachable), and substitutable (another module can be substi-

tuted). Andrea Ottolia and Dan Wielsch, “Mapping the information environment: 

Legal aspects of modularization and digitalization,” Yale Journal of Law and Technol-

ogy 6 (2003–04), no. 174: 176–276.

14. There are both production and consumption externalities in digital environ-

ments. The quotation is from D. Evans, A. Hagiu, and R. Schmalensee, “A survey of 

the economic role of software platforms in computer-based industries,” RIETI discus-

sion paper 04-E-032, 2004. Assuming that the platform can manage the price struc-

ture, it has incentives to avoid many traditional anti-competitive strategies found 

in vertical markets, such as foreclosure. See Jean-Charles Rochet and Jean Tirole, 

“Two-sided markets—An overview,” March 12, 2004, at http://faculty.haas.berkeley

.edu. Thinking on multi-sided platforms overlaps with the Farrell-Weiser analysis of 

complementary effi ciencies in their discussion of modularity and on the concept of 

complementary products. See Antonio Ladron de Guevara, Anita Elberse, and 

William P. Putsis, “Diffusion of Complementary Products With Network Effects: A 

Model and Application,” April 24, 2007, at http://www.people.hbs.edu. For a critical 

analysis of the related “serial monopoly” hypothesis, see Gerald R. Faulhaber, 

“Bottlenecks and Bandwagons: Access Policy in the New Telecommunications,” in 

Handbook of Telecommunications Economics, ed. S. Majumdar et al. (Elsevier, 2005), 

pp. 506–510.

15. On shifts in Microsoft’s strategy, see Suzanne Scotchmer, Innovation and Incen-

tives (MIT Press, 2004), pp. 302, 303.

16. Microsoft Windows was a multi-sided platform, but Windows, according to 

antitrust complaints, had an essential facility that gave it power over others, the 

incentive to exploit this advantage, and an active strategy to profi t from the central-

ity of the platform. The litigation ultimately produced a major antitrust consent 

decree requiring changes in Microsoft’s conduct. For a sophisticated review of the 

state of “predation” analysis, see Joseph Farrell and Michael L. Katz, “Competition 

or predation? Consumer coordination, strategic pricing and price fl oors in network 

markets,” Journal of Industrial Economics 53 (2005), no. 2: 203–231.
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17. Voice-over-Internet is commonly called VoIP. The abbreviation stands for 

“Voice-over-Internet Protocol.”

18. Slash Lane, “Google iPhone usage shocks search giant,” AppleInsider (http://

www.appleinsider.com), February 14, 2008.

19. Christian Hogondorn, “Regulating vertical integration in broadband open access 

versus common carriage,” Review of Network Economics 4 (2005), no. 1: 19–32.

20. Examples include the iPod Nano (which maintains a cloud store that the user 

chooses a subset to “sync” with the tiny Nano) and Amazon’s Kindle (which comes 

pre-confi gured with your Amazon account information for easy access to additional 

content).

21. Rich Karlgaard coined the phrase in “The big cheap chance,” Forbes, April 28, 

2003. We have extended the categories covered by the phrase.

22. For summaries of changes in terminals that illustrate our interview data, see The 

Economist, November 30, 2006. See also “The phone of the future” and “What’s a 

cellphone for?” Wall Street Journal, March 26, 2007.

23. RFIDs and sensor chips are lumped together for convenience sake. However, 

RFIDS are more driven by the economics of specialized printing while sensors 

respond directly to Moore’s Law. A RFID’s average cost (about 20 cents in 2006) was 

forecast at 10 cents by 2007. RFIDs allow trucks, trains, ships, and planes to be 

treated as moving warehouses by yielding precise information about the time and 

location of inventory. Smaller fi rms can operate global supply chains using compa-

nies that can outsource this function because of less expensive information networks 

provided by innovations like RFIDs. See “A Survey of Logistics,” The Economist, June 

17, 2006, p. 17. We learned of the one-cent goal in interviews, but note the skepti-

cism of Eric Haseltine, “RFID: How the next big thing could be small,” Strategic 

News Service, August 1, 2007.

24. To eliminate paperwork and speed delivery, a partnership of Heineken and IBM 

along with Dutch, British, and US custom agencies plans to use RFIDs combined 

with satellite and cellular networks to track and document shipments. The OECD 

estimates the current shipping system generates thirty different documents per cargo 

container. This effort would cut the number signifi cantly. See Brad Smith, “IBM 

brews with Heineken,” Wireless Week, October 27, 2006.

25. We thank Larry Smarr for this example.

26. John Hagel III and John Seely Brown, The Only Sustainable Edge (Harvard Busi-

ness School Press, 2005), p. 12. In 1981, 256 megabytes of memory cost $200,000 

(in 1981 dollars). In 2001, that capacity sold for less than $50 (in 2001 dollars). 

Source: http://www.littletechshoppe.com.
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27. By 2009, household markets for storage of 500 gigabytes and above is expected 

to soar, led by the North American market. See “Consumer network storage: heavy 

hitters enter market” at http://www.instat.com.

28. For many in the developing world, the fi rst experience of the Web will be on 

phones, not personal computers.

29. Lisa Endlich, Optical Illusions (Simon and Schuster, 2004). Dan Bieler estimates 

that the one European carrier’s 1.5 billion Euro investment in next generation net-

works will save several hundred million dollars in operating expenses each year 

starting in 2010 (“KPN’s next-generation network takes shape,” at http://www

.ovum.com).

30. Martin Cave, Luigi Prosperetti, and Chris Doyle, “Where are we going? Tech-

nologies, markets and long-range public policy issues in European communica-

tions,” Information Economics and Policy 18 (2006): 242–255. The minimum capacity 

of broadband for home users will permit high-defi nition video downloading (around 

12 megabits per second) and signifi cant upstream speeds in the medium term.

31. Using 2004 cost data published by NTT, and allowing a 20% margin on NTT’s 

average monthly revenue per user for fi ber service, it would take NTT more than 8 

years to recoup its capital costs. NTT’s data for 2004 are reported at http://www

.rbbtoday.com. Interviews in November 2007 confi rmed the decreasing price of fi ber 

to the curve. But NTT scaled back its plan to extend fi ber to the home in 2007 by 

one third because it would take more than 8 years to recoup capital costs based on 

NTT pricing in 1997. Analysts question the fi nancial viability of Verizon’s residential 

fi ber scheme. See “Big thinking on small caps: Cable’s new technology roadmap,” 
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Chapter 4

1. Don Tapscott and Anthony Williams believe that IBM primarily seeks to leverage 

its programmers by embracing open-source innovations. This may be a collateral 

benefi t, but neutralizing rivals at the customer interface could be a powerful driver. 

See Tapscott and Williams, Wikinomics (Portfolio Press, 2006).

2. In 2008 a senior executive of a major competitor to IBM in this market showed 
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returns for IBM and other rivals. His point was that desired levels of profi tability 

came off items like hardware, not most of the systems services and integration busi-
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require some small subset of the features and capabilities delivered in current (or 

past) software solutions—suggesting that there is little need to upgrade to the latest 

or more complex offerings because that what users are already using is “good enough” 

to meet most needs. On the “good enough” point, see Steven Baker, “Why good 

enough is good enough,” Business Week, September 3, 2007. Industry interviews 

confi rmed that this is IBM’s view—even in areas where they cooperate with leading 

Web-based vendors they view these primarily as short-term opportunities to learn 

but not as real threats to more complex requirements of critical IBM customers.
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For example, in 2005 the fastest-selling phone in the UK during the Christmas 

season was the Motorola Razr in pink.

5. In 2008, for example, Microsoft announced the Internet Explorer 8 would adhere 

to important Internet standards, something that had not been the case in previous 

versions.
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6. The Cloud also changes the economics of distribution in ways that help smaller 

fi rms. “Software as a Service,” an alternative to packaged software, gradually emerged 

as a driver in enterprise ICT because of the ease of deployment and management. 

No new client code is necessary to manage and upgrade it because the data and 

application logic reside primarily on a Cloud server.
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more than 2 years (“Cellphone envy lays Motorola low,” New York Times, February 
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that Motorola was losing money net on the Razr.
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music. Some speculate that Steve Jobs’ public protests against the insistence on DRM 

schemes by record companies is to show that content providers force the restric-

tions on Apple. See http://www.buzzbums.com/buzz/norway-declares-itunes-illegal; 

“Europe cool to Apple’s suggestions on music,” New York Times, February 8, 2007.
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collection from an iPod to a competing device, but Apple still must grant permis-

sion. This may be one reason that EMI and Universal are moving away from a DRM 

to an MP3 format. Otherwise Apple could control the retail channel so that as users 
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Chapter 9
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